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Abstract

The paper deals with the modelling of temperature fluctuations in the fresh gases for the simulation of turbulent internal flows. For
this purpose, a transport equation for the sensible enthalpy variance is treated. The proposed dynamic model for the scalar dissipation
rate incorporates the effect of the turbulent Reynolds number. The wall closure is based on a non-isothermal formulation and accounts
for the non-equilibrium state of the boundary layer. The developed models are implemented into the compressible code IFP-C3D.
Results of the computations are successfully compared with experiments and DNS data for a slightly heated jet and moderate non-iso-
thermal walls.
� 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

Turbulent mixing in internal flows can be related to var-
ious phenomena, like mixing between fresh and burnt
gases, evaporation, hot jet impacting on a wall or wall heat
losses. Theses heterogeneities can have a strong impact on
the combustion process and pollutant emissions in many
industrial devices, like internal combustion engines. An
accurate description of the turbulent fields is therefore
required. The Reynolds Averaged Navier–Stokes (RANS)
approach provides the mean fields. When the temporal or
spatial fluctuations of a scalar are high, the mean value is
not representative of the instantaneous value seen by the
mesh cell and it is necessary to evaluate the statistical dis-
tribution of the quantity around its mean value. The mod-
elling of the mixture fraction and its fluctuation has already
been widely addressed [1–3]. However, the modelling of the
0017-9310/$ - see front matter � 2008 Elsevier Ltd. All rights reserved.
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temperature fluctuation in internal flows is still a work in
progress.

A number of studies is devoted to the modelling of
temperature fluctuations in turbulent homogeneous flows
[4–6], in thermal mixing layers [6–9], in natural convection
[10], in reactive flows [11–16] or in hypersonic flows [17,18].
A classical approach adopted in RANS calculations is to
include a transport equation for the variance. The destruc-
tion term of the temperature variance eT is often closed
using a simple algebraic closure, where a model constant
C0 must be adjusted [6,11,13,16]. Another approach is to
model a transport equation for eT [7,19,20]. This method
is especially adapted for the simulations of flows in simple
geometries, for which the values of the model constants can
be determined experimentally [5] of from Direct Numerical
Simulation (DNS) data [21–23]. The temperature variance
may also be strongly affected by the walls. The effect of
isothermal walls, has actually widely been investigated in
low-Reynolds number formulations [22,24–28], but is has
almost never been addressed in high Reynolds [20]. In
[20], the boundary conditions of the temperature variance
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Nomenclature

C0 coefficient of the scalar dissipation rate

Cf ¼ sw=
1
2

�q~u2
� �

Skin friction
Cl ¼ 0:09 constant of the k–e model
Cp specific heat at constant pressure
hs mean sensible enthalpy
k turbulent kinetic energy
p pressure
P h production of the sensible enthalpy variance
Pr Prandtl number
Prt turbulent Prandtl number

qw ¼ �kw
oeT
oy

� �
y¼0

wall heat flux

St ¼ qw

qcpðT w�T1ÞU1 Stanton number

Tþ ¼ �ðeT � T wÞ=T s dimensionless temperature
T s ¼ qw=ðqwCpusÞ friction temperature
uþ ¼ ~u=us dimensionless velocity
ui velocity components
us ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
sw=qw

p
shear velocity

vT temperature variance
vhs sensible enthalpy variance
yþ ¼ usy=mw dimensionless distance
Y k mass fraction of species k

Greek symbols

sij viscous tensor
gþ dimensionless distance
j Von Kárman constant
k Taylor microscale
kt turbulent conductivity
l dynamic viscosity

lt turbulent viscosity
m kinematic viscosity
mt eddy viscosity
wþ dimensionless velocity
q mass density
qþ ¼ �q=qw dimensionless density
sh thermal time scale
st turbulent integral time scale
sw ¼ lwðo~u

oy Þy¼0 wall shear stress

hþ dimensionless temperature
e dissipation of the turbulent kinetic energy
eh scalar dissipation term of the sensible enthalpy

variance
n isothermicity parameter

Subscripts

1 value in the first internal grid point
m bulk value
w wall value
c1 average value in the first internal computational

cell

Superscripts

~ Favre average filtering,
0 fluctuation component associated to the Rey-

nolds averaging
00 fluctuation component associated to the Favre

averaging
+ normalised by q, m, us and T s
� Reynolds average filtering
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are formulated by assuming the equilibrium between its
production and its dissipation. This assumption is not
always realistic, especially in case of moving walls and per-
turbations by the turbulent motion of the external flow.

The aim of this study is to propose a simple model for
the temperature variance in the fresh gases, specifically
adapted to internal flow calculations, characterized by high
Reynolds numbers and moderate temperature gradients
(mixing with burnt gases, wall effects). The temperature
variance vT can be obtained either by transporting it
directly [9,15,17,18,28–30] or by transporting the variance
of another variable (energy, enthalpy [11,31] or sensible
energy, sensible enthalpy [13]). Different types of variance
transport equation were examined by Gerlinger [16] using
the simulation of a supersonic hydrogen–air diffusion
flame. In that case, it was found that the temperature var-
iance equation provided best results, insofar as the variance
was not considered as a passive scalar. The present paper
focuses on non reactive flows. Moreover, it is a convenient
choice to transport an extensive variable in a closed system.
In the CFD code used in this work, the mean sensible
enthalpy is treated to obtain the fresh gas temperature
[32]. This study will therefore focus on the variance of
the sensible enthalpy to be consistant with the mean trans-
port equation. The temperature variance is then easily
recovered as shown in Section 2. An algebraic closure is
adopted for the closure of the scalar dissipation instead
of modelling a transport equation, which suffers from a
lack of closure models. However, the closure is improved
thanks to a local evaluation of its constant on the base of
the dynamic function of Donzis et al. [33]. Although it does
not account for stratifications, it has been tested in a num-
ber of configurations presented here. A description of this
model is given in Section 3. The combustion chamber walls
in engines are characterized by consequential heat transfers
[34], which are responsible for an increase in temperature
fluctuations. The modelling of near wall phenomena is all
the more difficult as they appear in very thin regions,
requiring very fine resolution. In real engine simulations,
a compromise must be found between computational costs
and accuracy. For this reason, the convective heat transfers
are modelled by wall-functions. This approach is simple,
inexpensive and it can provide reasonable results under
many flow conditions [35]. A summary of the law-of-the
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wall principle and existing models can be found in [36]. The
main interest of the present model is the introduction of a
wall model to properly close the variance equation on iso-
thermal walls. The originality of the model described in
Section 4 holds two points:

� the non-equilibrium formulation in the boundary layer.
First, the non-equilibrium assumption allows the skin
friction to vanish immediately upon resticking. Second,
the wall heat flux is proportional to the square root of
the mean kinetic energy, which is consistent with mea-
surements [37]. Third, the turbulent quantities are not
estimated locally using the assumption production = dis-

sipation, i.e. the formulation takes into account the effect
of the external turbulent eddies interacting with the
boundary layer.
� the anisotherm formulation LnKC [38–40]. This model

was developed to account for strong temperature gradi-
ents that may be encountered near the walls in combus-
tion chambers.

The resulting modelled variance equation is imple-
mented into the IFP-C3D code [41,42] and applied in asso-
ciation with the k–e model [43]. The validations are realised
following two steps. First, computations of a slightly
heated jet at high Reynolds number are compared with
experiment [44,45]. This case is used to evaluate the behav-
ior of the dynamic model for the scalar dissipation in inho-
mogeneous flows. In a second step, the variance behavior
near the wall is validated using two configurations. The
first one corresponds to a boundary layer formed on an iso-
thermal wall. The calculations are compared with DNS
results [46]. In the second one, the widely detailed experi-
ment of a turbulent air flow injected into a heated pipe
[47–50] has been chosen for the validation. The compari-
sons are realised for different longitudinal positions. The
profiles of the production and destruction rates of the var-
iance are also examined. These academic configurations do
not exactly involve the whole condition encountered in real
engines. Indeed the temperature difference between the wall
and the inlet air is moderate. This is due to the lack of DNS
and measurements data in realistic conditions (high Rey-
nolds number, strong temperature gradients and tempera-
ture fluctuation). As a matter of fact, they allow to check
the accuracy of the model in simple cases for moderate
non-isothermal flows, where a number of rigorous and
quantitative data are available.
2. Formulation of the variance equation

2.1. Equation for the mean sensible enthalpy

The present paper deals with Reynolds Average Navier–
Stokes equations (RANS) for compressible flows. Each
transported quantity f is defined by the Favre average for-
malism ~f , which is related to the Reynolds average �f by
~f ¼ qf
�q
: ð1Þ

For each average, any quantity f may be split into mean
and fluctuating component as

f ¼ �f þ f 0 and �f 0 ¼ 0; ð2Þ
f ¼ ~f þ f 00 and ~f 00 ¼ 0: ð3Þ

To obtain the temperature, a transport equation for the
mean sensible enthalpy ~hs is solved [32]. In a multi-species
flow, hs is defined by

hs ¼
XN

k¼1

Y khs;k and hs;k ¼
Z T

0

Cp;kðhÞdh; ð4Þ

where Y k is the mass fraction of species k, hs;k is its sensible
enthalpy and Cp;k its specific heat at constant pressure. To
obtain the mean temperature from the sensible enthalpy
value, we neglect temperature and species fluctuations in
Cp;k and the following approximation is required:

qY k

Z T

0

Cp;kðhÞdh � �qeY k

Z eT
0

Cp;kðhÞdh; ð5Þ

where q is the mass density. The mean sensible enthalpy is
then linked to the temperature by the following relation:

~hs � hsðeT Þ ¼ Z eT
0

CpðhÞdh: ð6Þ

where Cp is the specific heat at constant pressure of the
mixture ðCp ¼

PN
k¼1Y kCp;kÞ. Assuming unit Lewis number,

the instantaneous transport equation of hs is written
following:

oqhs

ot
þ oquihs

oxi
¼ dp

dt
þ o

oxi

l
Pr

ohs

oxi

� �
þ sij

oui

oxj
; ð7Þ

where l is the dynamic viscosity, Pr is the Prandtl number
and ui are the velocity components. dp=dt is the dilatation
term and sijoui=oxj is the viscous heat source term. The
Reynolds average of Eq. (7) is modelled following [32]:

o�q~hs

ot
þ o�q~ui

~hs

oxi
¼ dp

dt
þ o

oxi

l
Pr
þ lt

Prt

� �
o~hs

oxi

" #
þ sij

oui

oxj
; ð8Þ

where Prt is the turbulent Prandtl number and lt is the tur-
bulent viscosity. lt is obtained from the k–� model:

lt ¼ Cl

~k2

~�
; ð9Þ

where Cl ¼ 0:09.

2.2. Equation for the sensible enthalpy variance

The sensible enthalpy variance is defined by

vhs ¼ fh002s ¼
eh2

s � ~h2
s : ð10Þ

The equation for vhs is obtained by deriving an equation foreh2
s and another one for ~h2

s . The first equation is obtained by
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multiplying the transport equation of hs (Eq. (7)) by 2hs

and then averaging. The second one is derived by multiply-
ing Eq. (8) by 2~hs. Finally, the variance equation takes the
form:

o�qvhs

ot
þ o�q~uivhs

oxi
¼ � o

oxi
ð�q gu00i h002s Þ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

I

�2�qgu00i h00s
o~hs

oxi|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
II

þ2h00s
o

oxi

l
Pr

hs

xi

� �
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

III

�2h00s
dp
dt|fflfflfflffl{zfflfflfflffl}

IV

þ2h00s sij
oui

oxij|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
V

:

ð11Þ

Eq. (11) contains several terms that need to be closed. For
the turbulent transport (I) and the production (II) terms, a
classical gradient assumption is usually adopted:

�q gu00i h002s ¼ �
kt

Cp

ofh002s

oxi
¼ � lt

Prt

ovhs

oxi
; ð12Þ

�qgu00i h00s
o~hs

oxi
¼ � lt

Prt

o~hs

oxi

 !2

; ð13Þ

where kt is the turbulent conductivity. The diffusion term
(III) is also written following:

2h00s
o

oxi

l
Pr

hs

xi

� �
¼ o

oxi

l
Pr

ovhs

oxi

� �
 �
|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

Dh

�2
l
Pr

g
oh00s
oxi

� �2

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
vh

: ð14Þ

The first right hand side term Dh is the molecular diffusion
of the enthalpy variance, while the second right hand side
term vh represents the scalar dissipation. vh is mostly mod-
elled using an algebraic closure [6,11,13,16]:

vh ¼ �q~eh ¼ �C0�qvhs

~e
~k
: ð15Þ

The dilatation term (IV) is difficult to model and it is often
neglected [11]. In engines, the pressure variations can be as-
sumed to be almost constant from cycle to cycle. The
instantaneous variation dp=dt is then close to its mean va-
lue: dp=dt � dp=dt. The dilation term can then be approx-
imated following:

�2h00s
dp
dt
� �2h00s

dp
dt
: ð16Þ

If assuming the statistical mean of h00s is zero: h00s � 0, we can
consider that the effect of the dilatation term is small com-
pared to the other terms and for this reason it can eventu-
ally be neglected. The viscous dissipation term (V) is
neglected at low Mach number due to the lack of possible
modelling approach [11,16]. Finally, accounting for clo-
sures (12)–(16), we obtain the closed form of the variance
equation:
o�qvhs

ot
þ o�q~uivhs

oxi
¼ o

oxi

l
Pr
þ lt

Prt

� �
ovhs

oxi

� �
 �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

DhþDh;t

þ2
lt

Prt

o~hs

oxi

o~hs

oxi|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
P h

�C0�qvhs

~e
~k|fflfflfflfflfflffl{zfflfflfflfflfflffl}

�q~eh

: ð17Þ

The temperature variance should then be determined from
the sensible enthalpy variance value. Assuming small vari-
ations of Cp with the temperature and using Eq. (6) leads to

hs � ~hs ¼
Z T

eT CpðhÞdh � CpðeT Þ � ðT � eT Þ: ð18Þ

Using the relation vhs ¼
gðhs � ~hsÞ2 in Eq. (18) leads to

vhs ¼ C2
pðeT ÞvT.

3. A dynamic model for the scalar dissipation

In the destruction term �q~eh of the sensible enthalpy var-
iance in Eq. (17), the coefficient C0 is the ratio of the turbu-
lent integral time scale ðst ¼ ~k=~eÞ to the thermal time scale
ðsh ¼ vhs=~eh) [51]: In the simplest algebraic closure, C0 is
usually set to 2. However, in grid-generated homogeneous
turbulence [51,52], the measured value of C0 can vary
between 0.7 and 2.6. The examination of data obtained
in non-isothermal shear flows [53] showed that C0 could
range between 1.7 and 2.9. Recently, Donzis et al. [33]
noticed that the constant C0 could take values from 1.2
up to 3 for moderate to large turbulent Reynolds numbers
in homogeneous flows. For sufficiently large values only,
the ratio st=sh becomes a constant. When performing a cal-
culation, the value of C0 is not known ‘‘a priori”, while it
can vary in space and time. For this reason, the dynamic
modelling proposed by Donzis et al. [33] is tested in this
study. This model has been developed by compiling data
of experiments and numerical simulations of homogeneous
isotropic turbulent flows. An analytical solution was devel-
oped to reproduce the behavior of C0 as a function of the
turbulent Reynolds number associated to the Taylor
microscale ðk ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10mk=e

p
Þ. This Reynolds number is

defined following:

Rek ¼
k
ffiffiffiffiffiffiffiffiffiffi
2k=3

p
m

: ð19Þ

The resulting function C0ðRekÞ is written following:

C0ðRekÞ ¼
3 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ð31=RekÞ2

q� �
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ð92=RekÞ2

q : ð20Þ

For very large values of Rek, C0 tends to the asymptotic va-
lue 3. However for moderate and large values
ð40 < Rek < 300Þ, C0 varies between 1.7 and 3. The model
is not accurate at small Reynolds number values
ðRek < 40Þ. This is not a problem insofar as the turbulent
Reynolds number remains quite high in automotive en-
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gines, even though strong variations can be observed: typ-
ically Rek can vary between 50 and 300. It is noteworthy
that this function has been developed for homogeneous
flows. The situation in inhomogeneous flows and the role
of viscosity in boundary layers have not been investigated
yet. We propose in this paper simple verification of the dy-
namic model application.

4. Wall modelling

4.1. Preliminary

The term ‘‘law-of-the-wall” initially refers to the analyt-
ical relations providing the velocity and temperature pro-
files in the boundary layer. It is also currently used to
designate the relations, that determine the wall shear stress
sw and the wall heat flux qw. For better clearness, the
term”wall models” is employed here to designate all the
relations for the mean and turbulent quantities at wall (k,
e and vhs ). The principle of the wall model is shown in
Fig. 1. The flow variables computed in the near wall cell)
(point 1) are used together with the wall-functions to deter-
mine the wall fluxes and the turbulent quantities.

Usually, the assumption of quasi-isothermal near wall
flow is required to formulate the wall models. Such an
assumption is not valid in strongly anisotherm situations
encountered in engines. The LnKC model [38,39,54] was
developed to account for strong temperature gradients,
generated mainly by combustion. It provides the wall laws
and the wall fluxes formulations (shear stress, heat flux)
that are needed to determine the thermodynamic quantities
(mean longitudinal velocity and temperature) in the first
mesh cell. This model is the basis of the present modelling
for the temperature variance at wall. Indeed, the variance
closure at wall has been constructed so as to be consistent
with the boundary condition for the mean temperature.

The LnKC approach is briefly described in Section 4.2.
Using adequate normalization, this model provides simpli-
fied expressions for the wall shear stress and for the wall
heat flux. Starting from this model, closures for the produc-
tion and dissipation terms of the sensible enthalpy variance
are then proposed in Section 4.3.

4.2. Convective heat transfer formulation

In non-isothermal cases, the variations of the local den-
sity and viscosity can be important so that it is judicious to
Fig. 1. Principle of the wall model.
normalize the flow quantities using the local viscosity
instead of the wall viscosity. The dimensionless variables
are therefore defined following:

dgþ ¼ mw

m
dyþ; dwþ ¼ qþduþ; dhþ ¼ qþdTþ; ð21Þ

where yþ, uþ and Tþ are wall distance, the longitudinal
velocity and the temperature normalised with the flow
properties at wall. Using this formalism and the classical
assumptions of the inner layer, the integration of the
normalised momentum and enthalpy equations provide
the law of the wall in the inertial boundary layer
[38,40]:

wþ ¼ j�1 lnðgþÞ þ Cw;0 and hþ ¼ Prtj
�1 lnðgþÞ þ Ch;0;

ð22Þ

where j ¼ 0:41 is the Von Kárman constant. Cw;0 and Ch;0

can be determined experimentally. Kays and Crawford
[38] give: Cw;0 ¼ 5:0 and Ch;0 ¼ 3:9. The dimensionless
distance at the first grid point gþ1 is obtained by integrat-
ing Eq. (21). A simplification is introduced to relate gþ1 to
yþ1 :

gþ1 ¼
Z yþ

1

0

mw

m
dyþ � mw

m1

yþ1 ¼
usy1

m1

; ð23Þ

where m1 is an average value of m between yþ ¼ 0 and
yþ ¼ yþ1 . The purpose is now to established the relations
linking wþ to the wall shear stress sw and hþ to the wall
heat flux qw on the first grid point. It is then straightfor-
ward to estimate sw and qw using the law-of-the-wall de-
fined in Eq. (22). The wall shear stress sw is defined
following:

sw ¼ qwu2
s : ð24Þ

The derivation of a non-equilibrium formulation for sw re-
quires two estimations of us: an estimation from turbulent
kinetic energy when local equilibrium is reached C1=4

l
~k1=2

and the exact expression usð~u;wþÞ, which is obtained by
integrating dwþ in Eq. (21):

wþ1 ¼
Z uþ

1

0

�q
qw

duþ � �qc1

qw

uþ1 ¼
�qc1

qw

~u1

us
; ð25Þ

where �qc1 is an approximate of the average value in the cell
and eu1 is obtained on the first internal computational
point. Finally, sw is expressed following:

sw ¼ qc1C1=4
l

~k1=2
1

eu1

wþ1
: ð26Þ

To determine the wall heat flux qw, let introduce the iso-
thermicity parameter n ¼ �T s=T w [36], where T s is the fric-
tion temperature. In piston engines, n can reach values
larger than 0.5. Considering the pressure is constant in
the inner layer, we can write:

�q
qw

¼ T weT or qþ ¼ ð1þ nTþÞ�1
: ð27Þ
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Then integrating dhþ in Eq. (21) leads to

hþ ¼
Z gþ

gþ¼0

dhþ ¼
Z Tþ

Tþ¼0

1

1þ nTþ
dTþ ¼ 1

n
lnð1þ nTþÞ:

ð28Þ

Using Eq. (28) and the relation us ¼ C1=4
l
ek1=2 leads to an

expression for the heat flux qw:

qw ¼ �
qwCpC1=4

l k1=2
1 T w lnðeT 1=T wÞ

hþ1
; ð29Þ

where hþ1 is obtained with the wall law Eq. (22). Notewor-
thy, the asymptotic limit of Eq. (29) when eT 1 ! T w is the
classical isothermal formulation of the wall heat flux:

qw !eT 1!T w

�qwCpC1=4
l k1=2

1

eT 1 � T w

hþ1
: ð30Þ

In the non-equilibrium approach, the production and dissi-
pation terms of the turbulent kinetic energy ek must be also
determined by the law-of-the-wall. The mean production
term P k;c1 and the dissipation eec1 in the wall cell are ob-
tained by integrating their local values along the wall cell
height [4,54]. Assuming that the sum of the laminar and
turbulent shear stress is constant and that the relation
e ¼ C3=4

l k3=2=ðjyÞ is a correct estimation in the inner layer
[55] the following estimations are obtained:

P k;c1 � sw

eu1

y1

and eec1 � C3=4
l k3=2

1

wþ1
y1

: ð31Þ

Further details on the closure formulation can be found in
[40,54].
4.3. Closure of the sensible enthalpy variance equation at

walls: the LnKC �vh model

The purpose of this section is to propose modelling clo-
sures for the production and dissipation terms of the sensi-
ble enthalpy variance at walls. First, it is worth to notice
that while the modelled wall shear stress is coupled with
the computed turbulent kinetic energy, the modelled wall
heat flux is independent of the temperature variance. The
approach described below is therefore slightly different to
the previous one for the turbulent kinetic energy. Our con-
cern is to properly reproduce the behavior of the produc-
tion and dissipation of the temperature fluctuation near
the wall. First, assuming the heat flux is constant in the
inertial layer allows to write:

P h ¼ 2
lt

Prt

ohs

oy

� �2

� 2
Prt

qmt

q2
w: ð32Þ

If local equilibrium is assumed between the production P h

(Eq. (32)) and the dissipation eh (Eq. (17)) of the sensible
enthalpy variance ðP h ¼ �qeehÞ, a simple boundary condition
is obtained for vhs :
vhs ¼
2Prt

C0Cl
~k

qw

�q

� �2

: ð33Þ

In the non-equilibrium approach, the production and dissi-
pation terms of vhs must be determined by the law-of-the-
wall. As the production and dissipation profiles in the inner
layer can not be resolved, averaged values are modelled in
the wall cell. For this purpose, the mean production and
dissipation terms in the first computational cell are ob-
tained by integrating their local values (Eq. (17)) along
the wall cell height. First the integration of the production
term requires attention:

P h;1 ¼
1

y1

Z y1

0

P h dy ¼ 1

y1

Z yc

0

P h dy|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Iv

þ
Z y1

yc

P h dy|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Ii

26664
37775; ð34Þ

where Iv and I i are the integral parts in the viscous sub-
layer ðy < ycÞ and in the inertial sub-layer ðy > ycÞ, respec-
tively. The term Iv may be not negligible when the norma-
lised wall distance is moderate ðgþ � 50Þ and the heat
transfers are strong. For this reason, it can be at least
roughly estimated. The production profile in the viscous
sub-layer is difficult to estimate analytically. Nevertheless,
it has been checked from DNS results [56] and measure-
ments [49], that its average value is approximately equal
to the average value in the region delimited by gþc and

1:5gþc : Iv �
R yð3gþc =2Þ

yðgþc Þ
P h dy. Then, using the local expressions

mt ¼ Clk2=e and e ¼ C3=4
l k3=2=ðjyÞ [55] leads to

P h;c1 ¼
2Prt

y1

q2
w

C1=4
l

~k1=2
1

Z 3yc=2

yc

1

jy
dy þ

Z y1

yc

1

jy
dy

" #
: ð35Þ

The correlation between density and wall distance is un-
known in the inner layer, so that the following approxima-
tion is obtained through a simple change of variables:

P h;c1 ¼
2Prt

q1y1

q2
w

C1=4
l

~k1=2
1

Z 3gþc =2

gþc

1

jgþ
dgþ þ

Z gþ
1

gþc

1

jgþ
dgþ

" #
:

ð36Þ

Finally, the integration gives:

P h;c1 ¼
2

�q
Prtq2

w

C1=4
l

~k1=2
1

1

jy1

lnð1:5gþ1 =g
þ
c Þ; ð37Þ

where the value of gþc is set to 13.2 [38,54]. The integration
of the dissipation term is realised by an analogy with the
production. The standard algebraic closure is assumed to
be proper estimation of the local variance dissipation in
the inertial layer. The dissipation coefficient C0 is generally
found to be almost constant and close to 1.0 in wall shear
layers [20,23,57,58]. For this reason, C0 is set to 1.0 in the
first grid point.
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eeh;c1 ¼
1

y1

Z y1

0

C0

~e
~k

vhs dy ¼ C0

y1

Z 3yc=2

yc

~e
~k

vhs dy þ
Z y1

yc

~e
~k

vhs dy

" #
:

ð38Þ
Using e ¼ C3=4

l k3=2=ðjyÞ, the following approximation is
obtained:

~eh;c1 ¼
C0C3=4

l
~k3=2

1 vhs;1

y1

Z 3gþc =2

gþc

1

jgþ
dgþ þ

Z g1

gþc

1

jgþ
dgþ

" #
;

ð39Þ
where ~k1 and vhs;1 are mean values of the turbulent kinetic
energy and of the sensible enthalpy variance in the wall cell
obtained from the previous iteration. Finally, the integra-
tion gives:

~eh;c1 ¼
C0C3=4

l
~k3=2

1 vhs;1

jy1

lnð1:5gþ1 =g
þ
c Þ: ð40Þ

It is easy to check that the resulting models for ~eh;c1 and
P h;c1 coincide with the equilibrium state when one writes:
P h;c1 ¼ �qeeh;c1:

2

�q
Prtq2

w

C1=4
l

~k1=2
1

lnð1:5gþ1 =g
þ
c Þ

jy1

¼ C0C3=4
l

~k3=2
1 vhs;1

lnð1:5gþ1 =g
þ
c Þ

jy1

;

ð41Þ
which is similar to the equilibrium relation (33).
Fig. 2. Sketch and boundary conditions for the heated round jet.
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5. Validations in thermal mixing layers

The thermal mixing layer is of interest because it
involves mean advection, molecular and turbulent mixing
which must be accounted for in the temperature variance
modelling. Besides, the mixing zones between the turbulent
flows of different temperatures show temperature gradients
and fluctuations.

Three-dimensional simulations are performed using the
compressible IFP-C3D code [41,42]. This code solves the
unsteady Navier–Stokes equations using a finite volume
method. The temporal integration is achieved using impli-
cit method and time splitting decomposition [59].

5.1. Comparison with experiments

Experiments are carried out in an axisymmetric vertical
turbulent air jet issuing from an annular nozzle [44,45]. The
inside diameter is d ¼ 18:2 mm and the outside diameter is
D ¼ 25:3 mm (Fig. 2). The annular flow is slightly heated
by means of an electrical resistance. The flow rate is
15 m3 h�1 and the maximum difference of temperature
between the jet and the ambient temperature is 22 K. The
Reynolds number based on the outside diameter and on
the bulk velocity is Re ¼ 22; 600. The mean longitudinal
velocity was measured with a special Pitot tube while the
mean temperature was measured with thermocouples
(0:15 mm diameter Chromel–Chromel–Constantan) and
cold wires (d ¼ 0:63 lm, Platinum). The temperature fluc-
tuations were measured with the cold wire. The error onffiffiffiffiffi

vT
p

is about 10%. Two series of temperature measure-
ments were realised: the first one in 1981 [44] and the
second one in 1988 [45]. Both of them are used for
comparisons.

To simulate the experimental jet, the computational
domain was chosen to be identical to previous numerical
studies [6,45]. The calculation domain begins at z=D ¼ 4:5
and extends to z=D ¼ 12:5. The computational domain
and boundary conditions are presented in Fig. 2. The cor-
responding physical size of the domain is 20� 20 cm in the
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(r,z) plane. The number of grid points is 65� 3� 77. Uni-
form grid spacing is used for the longitudinal direction. A
hyperbolic tangent function is adopted to refine the grid in
the thermal mixing layer, such as Dymin ¼ 0:7 mm. The
experimental results at z=D ¼ 4:5 were used as inlet condi-
tions for the simulation. The comparisons are realised
along the central axis and along two radial axes positioned
at z=D ¼ 8 and z=D ¼ 11, respectively (see Fig. 2). Special
attention is paid to the value of the turbulent Prandtl num-
ber. In shear flows, values can range within 0.5 and 1.0, as
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Fig. 4. Transverse profiles: (a) and (b) mean vertical velocity; (c) and (d
found in the literature [60–62]. For this reason, different
values of the turbulent Prandtl number were tested
(Prt ¼ 0:5; 0:7 and 0.9). Figs. 3 and 4a–d show comparisons
of the mean quantities. The axial decay of velocity in
Fig. 3a and the width of the dynamic mixing layer in
Fig. 4a and b are accurately reproduced. The mean temper-
ature profiles are compared in Figs. 3 and 4b–d. Although
the maximum temperature along the symmetry axis is
slightly overestimated (Fig. 3b), the width and slope of
the transverse profile are correctly predicted when using
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Prt ¼ 0:7. The temperature variance is now examined. For
this purpose, three simulations were performed with differ-
ent values of the scalar dissipation coefficient C0. For two
of them, a fixed value of C0 was chosen: C0 ¼ 1:79 as pro-
posed in [13], C0 ¼ 3:33 as used by Mompean [6], who
computed the same flow. In the third simulation, the
dynamic model (Eq. (20)) was used. The Reynolds number
associated to the Taylor field is somewhat high Rek � 150.
This value lies within the domain of validity of the dynamic
model. The visualization of the dynamic function in a 2D
field (Fig. 5) shows that the computed C0 value reaches a
maximum value in the air jet, where the velocity is high
ðC0 � 2:9Þ, while it is minimum in the outer region. The
normalised temperature fluctuations in the two cross-sec-
tions are plotted in Fig. 4e and f. The level and shape are
quite well predicted with the dynamic model, compared
to the standard model. Nevertheless, discrepancies are
observed at z=D ¼ 11. This may be due to the slight over-
estimation of the temperature slope near the symmetry
axis.
6. Validations in thermal boundary layers developing on

isothermal walls

Many studies can be found in the literature dealing with
direct numerical simulations of a thermal boundary layer
[23,46,56,63–65], but only a very few of them were realised
with high Reynolds number [23,46]. Similarly, only a lim-
ited amount of experimental studies have been done to
measure the temperature field and its fluctuation in turbu-
lent wall boundary layers [47,66,67]. The validation of the
wall model for the temperature variance is conducted using
the DNS results of Kong et al. [46] for a turbulent thermal
boundary evolving on a flat plate and the well detailed
experiment of Hishida and Nagano [47–50] for a heated
pipe. As explained in the introduction, these academic tests
Fig. 5. Mean field of the scalar dissipation coefficient C0ðRekÞ.
are not exactly representative of the conditions encoun-
tered in the combustion chambers of internal engines.
However, the amount of reference data and the accuracy
of results required for the model validation are not avail-
able for the moment in more complex or realistic
configurations.

6.1. Comparison with DNS results

The Reynolds number based on the free stream velocity
and on the half height L of the channel is 9510, which cor-
responds to a Reynolds number of 3:8� 104, based on the
hydraulic diameter DL ¼ 4L. The corresponding physical
size of the domain is 20� 2 cm in the (x,y) plane (see
scheme in [46]). The simulation runs in a computational
domain with 101� 22� 3 grid points. Uniform grid spac-
ing is used for the longitudinal direction. A hyperbolic tan-
gent function is used to refine grids near the wall in the
normal direction, such as Dymin ¼ 0:8 mm, which corre-
sponds to yþ1 � 35. The boundary layer develops from the
inlet, such that at x ¼ 0, the momentum thickness of the
boundary layer d2 ¼ 0 and the thermal thickness D2 ¼ 0.
In the inlet, the hydrodynamic field is determined by the
axial velocity U ¼ 15 m s�1, the turbulent kinetic energy
k ¼ 0:1 m2 s�2 and its dissipation rate e ¼ ðu02Þ3=2

=lt with
lt ¼ 6:67 mm. For the thermal field, the inlet temperature
is T ¼ 310 K. There is no temperature fluctuation at inlet.
The atmospheric pressure is imposed in the outlet. The wall
is located at y ¼ 0 and the wall temperature is T w ¼ 373 K.
Symmetrical conditions are imposed on the opposite face.
Periodic boundary conditions are employed on the faces
normal to the z-direction. The turbulent Prandtl number
is set to 0.8 according to the DNS results [46].

In addition to thermal and dynamic profiles, the simula-
tion should match the prediction of wall fluxes. The valida-
tion can be achieved by comparing the computed heat
transfers and skin frictions with the DNS data and empir-
ical correlations (see Appendix A in [46]). For these com-
parisons, two non-dimensioned coefficients are examined:
the skin friction ðCf Þ and the Stanton number ðStÞ. The
evolution of the skin friction coefficient is shown in
Fig. 6a as a function of the Reynolds number associated
to the momentum thickness Red2

(Eq. (A2) in [46]). The
present result is in excellent agreement with the DNS and
the empirical relation (Eq. (A1) in [46]). Fig. 6b shows
the variation of the Stanton number as a function of the
Reynolds number associated to the enthalpy thickness
(Eqs. (A7) and (A10) in [46]). The numerical result agrees
well with the DNS and the empirical relation (Eq. (A8)
in [46]). Now, the mean flow field can be regarded. The
mean velocity and temperature behavior near the isother-
mal wall are treated by the LnKC model described in Sec-
tion 4.2. It is first necessary to check the mean flow
computation in the boundary layer before validating the
temperature fluctuation model. The transverse dynamic
profiles are presented in Fig. 7 in terms of axial velocity
(a) and turbulent kinetic energy (b). The velocity is quite
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well predicted compared to the DNS and the logarithmic
law. The transverse profile of the turbulent kinetic energy
is also well reproduced. The mean temperature presented
in Fig. 7c is correctly predicted, compared to the DNS
and to the logarithmic law. The main flow variables being
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checked, we can now validate the computed temperature
fluctuation plotted in Fig. 7d. Heat fluxes at wall induce
temperature fluctuations in the logarithmic region. To
check this, a computation was performed with the LnKC
model without applying the wall closure for the sensible
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enthalpy variance vh. In that case, the production and dis-
sipation terms are determined locally from their expres-
sions in Eq. (17). The result is then compared with the
LnKC �vh model, that includes appropriate wall closure
for vh (Eqs. (37) and (40)). Without wall model for the
enthalpy variance, the temperature fluctuation level
decreases near the wall. Using the wall model, the temper-
ature fluctuation behavior is very close to the reference one.
1 http://www.jsme/or.jp/ted/HTDB/Forced/Wall/fw_pi006.csv.
6.2. Comparison with experiments

The test section was constructed from a brass tube with
D ¼ 45:68 mm in diameter and 2079 mmð45:5DÞ in length.
The section was heated with a uniform wall temperature
T w ¼ 373 K. An unheated pipe upstream of the test section
with 127D length. Simultaneous measurements of velocity
components and temperature were realised with a three-
wire probe technique (two hot wires together with a cold
one). Details of the experimental apparatus and procedure
are given in [49,50]. Numerical investigations and simula-
tions of this configuration have also been performed
[28,68] to validate low-Reynolds formulations, for which
near wall turbulence statistics is resolved. However, the
Reynolds number based on the tube diameter and inlet
axial velocity ðU 0 ¼ 17 m s�1Þ is Re ¼ 40; 000. Conse-
quently, this is a suitable validation test for the present wall
model. The axisymmetric computational domain corre-
sponds to a section of the heated pipe. Two uniform grid
spacing were used for the simulations, 322� 26� 3 grid
points and 322� 42� 3 grid points, such that the norma-
lised wall distance approximates yþ1 � 37 and yþ1 � 25,
respectively. The simulation of the turbulent air flow in
the unheated pipe was performed to obtain the dynamic
inlet conditions of the heated pipe. The inlet temperature
is T inlet ¼ 314 K. The turbulent Prandtl number is set to
1.0 according to the experiment [50]. A simulation without
wall model for the enthalpy variance was also performed
for comparison.

The comparisons are realised at six cross-sections
ð1 6 x=D 6 39:89Þ for the axial velocity, the temperature
and its fluctuation. The behavior of the modelled produc-
tion and dissipation of the temperature variance are also
quantitatively validated. The experimental data are avail-
able on the DATHET web site.1 For the normalization,
physical properties of fluid are evaluated at the film tem-
perature T f ¼ ðT w þ T mÞ=2, where T m is the bulk tempera-
ture. The mean velocity and the mean temperature
obtained at x=D ¼ 39:89 (Fig. 8) agree well with the mea-

http://www.jsme/or.jp/ted/HTDB/Forced/Wall/fw_pi006.csv
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surements and the logarithmic law [47]. Considering the
characteristics of the boundary layer, the region
30 < yþ < 100 refers to the inertial sub-layer. Conse-
quently, the first grid point of the coarsest mesh is located
in the inertial sub-layer ðyþ ¼ 37Þ, while the first grid point
of the finest mesh ðyþ ¼ 25Þ is located at the bottom limit
of the inertial sub-layer. As seen in Fig. 9a, the logarithmic
temperature profile in the fully turbulent region is not
established even at x=D ¼ 5:89 and the fully developed
state is not reached before x=D ¼ 15. However, the evolu-
tion of the temperature far from the wall is quite well pre-
dicted. The rms temperature fluctuation is shown in
Fig. 9b. The effect of the wall model can be first evaluated
by comparing the results obtained without and with the
wall model for the enthalpy variance. Using the wall model
LnKC �vh, the temperature fluctuation shape and level are
correctly predicted. Discrepancies are visible only in the
undeveloped region at the beginning of the heated section.
The profiles obtained with the finest mesh are also in very
good agreement with the measurements. The modelling of
the production and destruction rates of the temperature
variance is accurate for both meshes (Fig. 10a and b,
respectively). For a better visualization, the normalised

profiles
ffiffiffiffiffi
vþT

p
, PþT and eþT at x=D ¼ 39:89 are plotted in
Fig. 11. The near wall values computed with the finest mesh
are slightly underestimated. This result is not surprising
insofar as the values of the production and of the dissipa-
tion obtained at the first calculation point (cell centered)
should correspond to the mean integrated values of the
profiles along the cell height. As explained in Section 4.3,
the modelled production and dissipation terms are esti-
mated through the integration of their local profiles
(between y = 0 and y = y1).

7. Conclusion

The modelling of temperature fluctuations in the fresh
gases of high Reynolds internal flows, is investigated in this
paper. For this purpose, a transport equation for the sensi-
ble enthalpy variance is treated. First, the recent study of
Donzis et al. [33] has been exploited to develop a dynamic
model for the scalar dissipation rate. This model incorpo-
rates the effect of the turbulent Reynolds number, which
can vary considerably in engines. It is an alternative to
the standard algebraic closure, which needs a constant to
be fixed depending on the configuration and to a transport
equation for the scalar dissipation, which implies further
computing and modelling efforts. Mainly, near wall closure
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is proposed for the transport equation of the sensible
enthalpy variance. This closure is based on an anisothermal
formulation for the mean quantities, the model LnKC
[40,54], which allows to account for strong temperature
gradients. Moreover, the proposed modelling accounts
for the non-equilibrium state of the turbulent boundary
layer, when interactions with the external flow occur.

In a second part, these models are validated using
DNS results and measurements in simple steady configu-
rations. The validation on simple test cases (weakly
heated jet, flat plate and heated pipe) is a necessary step
before computing more complex geometries. The simula-
tions of thermal layers show quantitatively excellent
agreements with the data [45]. Moreover, the accuracy
of the dynamic model as a function of the Reynolds num-
ber is verified. Next, the simulations of turbulent thermal
boundary layers allow to validate the wall model. The
results exhibit very accurate behavior, especially compar-
isons of the temperature variance, its production and its
dissipation are excellent. It must be pointed out that this
study is a first step towards the prediction of temperature
fluctuations generated by turbulence, heat transfers, ther-
mal segregation and cycle-to-cycle variations in real inter-
nal engines. The present model has been validated only
for moderate non-isothermal flows. The next step will
be the examination of the model accuracy in a real engine
configuration. Moreover, preliminary computations of
auto-ignition have been performed. The auto-ignition
model is based on the thermodynamic properties of the
fresh gases. The coupling with the temperature fluctuation
in the fresh gases, generated by wall heat losses, have
already shown strong impact on the ignition process.
Most importantly, a significant modification of the com-
bustion process has been observed even though auto-igni-
tion starts far from the wall in the middle chamber. These
results seem to confirm some recent experimental observa-
tions [69]. These very promising tests demonstrate that a
proper modelling of the temperature variance can be an
essential requirement to reproduce the combustion event.
The model validation in real internal engine and the cou-
pling with combustion will be the purpose of a future
paper.

Acknowledgements

This work was partially funded by the ANR PREDIT
French program and by Renault SA. The authors would
like to thank Dr. Christian Angelberger (IFP) and Dr.
Olivier Colin (Air Liquide) for fruitful discussions.

References

[1] J. Reveillon, L. Vervisch, Accounting for spray vaporization in non-
premixed turbulent combustion modeling: a single droplet model
(sdm), Combust. Flame 121 (2000) 75–99.

[2] F. Demoulin, R. Borghi, Modeling of turbulent spray combustion
with application to diesel like experiments, Combust. Flame 129
(2002) 281–293.
[3] O. Colin, A. Benkenida, A new scalar fluctuation model to predict
mixing in evaporating TXO-phase flows, Combust. Flame 134 (2003)
207–227.

[4] B. Launder, D. Spalding, Further results on the thermal mixing layer
downstream of a turbulence grid, Comput. Methods Appl. Mech.
Eng. 3 (1974) 269–289.

[5] G. Newman, B. Launder, J. Lumley, Modeling the behaviour of
homogeneous scalar turbulence, J. Fluid Mech. 111 (1981) 217–
232.

[6] G. Mompean, Three-equation turbulence model for prediction of the
mean square temperature variance in grid-generated flows and round
jets, Int. J. Heat Mass Transfer 37 (7) (1994) 1165–1172.

[7] S. Elghobashi, B. Launder, Turbulent time scales and the dissipation
rate of temperature variance in the thermal mixing layer, Phys. Fluids
26 (1983) 2415–2419.

[8] M. Gibson, W. Jones, V. Kanellopoulos, Turbulent temperature
mixing layer – measurements and modelling, in: J.C. Andre et al.
(Eds.), Turbulent Shear Flows, vol. 6, Springer-Verlag, Berlin,
Heidelberg, 1989, pp. 119–129.

[9] T. Muramatsu, H. Ninokata, Intensity evaluation of the temperature
fluctuations related TP thermal striping phenomena using the
algebraic stress turbulence model, in: Proceedings of the ANS Winter
Meeting, San Francisco, USA, 1991, pp. 156–162.
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[53] C. Béguier, I. Dekeyser, B. Launder, Ratio of scalar and velocity
dissipation times scales in shear flow turbulence, Phys. Fluids 21 (3)
(1978) 307–310.

[54] C. Angelberger, Contribution à la modélisation de l’interaction
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[69] J. Dec, W. Hwang, M. Sjöberg, An investigation of thermal
stratification in HCCI engines using chemiluminescence imaging, in:
Proceedings of the SAE World Congress and Exhibition, SAE
Technical Paper 2006-01-1518, Detroit, Michigan, USA, 2006.


	A temperature fluctuation equation model dedicated to the computation of turbulent thermal layers in high Reynolds internal flows
	Introduction
	Formulation of the variance equation
	Equation for the mean sensible enthalpy
	Equation for the sensible enthalpy variance

	A dynamic model for the scalar dissipation
	Wall modelling
	Preliminary
	Convective heat transfer formulation
	Closure of the sensible enthalpy variance equation at walls: the LnKC -{v}_{h} model

	Validations in thermal mixing layers
	Comparison with experiments

	Validations in thermal boundary layers developing on isothermal walls
	Comparison with DNS results
	Comparison with experiments

	Conclusion
	Acknowledgements
	References


